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Abstract :  Biometric technology has always been about innovation and new technology. It was the world of passwords and 

identity proofs that ruled the world of security before biometrics happened. Ear biometric is invariant from childhood to early old 

age as compared to other biometrics. Ear biometric is a non-invasive type of recognition. This paper presents a delineated 
comparison between two techniques which are used for recognition based on various characteristics of the ears.  Use of SURF 

features along with K NearestNeighbours classification technique has been incorporated along with the training of Convolution 

Neural Network model where the features extracted in the first few layers are classified in the last layer. The experimental results 

show the relationship between computational time taken and varying number of features for different scenarios with the aid of KNN 

classifier, also the proposed approach of recognition by training CNN model gives an accuracy of 86% on AWE database.  
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I.INTRODUCTION 

Human Identification is an emerging field in research and technology. As more systems involving human identification using 

biometrics are developing, the existent methods are exhausted. Ear being a unique part of the body is recently used for biometrics 

technology. Ear features, shape, posture, appearance and structure do not age much with time. Ear data is rigid and remains the 

same with minor changes between eight and eighty years. Ear recognition has an advantage over facial recognition in the 

identification of identical twins due to indiscriminate characteristics. Outer part of human ear called Auricle does not change with 

age. The background also plays an important role in image segmentation. Facial recognition is a failure in case of twins, also facial 

characteristics change with a person’s growth. It is considered better than facial recognition because the background is predictable 

in the case of ears. Occlusions, view point and pose variations can affect the recognition status. Challenges to the use of the ear to 

identify people, including hair on the ear that obscures a large part of them, headscarf worn by Muslim women to cover their hair 

therefore cover their ears and the level of illumination. Apart from the previous reasons, all other conclude in deciding ear as a 

suitable choice for human biometrics. In the recent times, deep convolutional neural networks have proved an excellent approach 
to solve complex problems. A lot of research regarding the application of CNN on complex problems resulting in notable success 

has been carried out in the recent years. In this scope of paper, VGG Net has been used which contains the definition of each layer 

with pre-trained set of weights. VGG neural network is built using convolution layers and can find the object name of image. SURF 

features have been used because of their robustness and fast computation, KNN is used to classify the test image into one of the 

predetermined classes.  

Medical study has shown that change of ear be clear during the period from 4 months to 8 years old and over 70 years old. There 

are many advantages of using the ear as a source of data for human identification such as: 

1- Ear does not change considerably during human life.  

2- Ears have both reliable and robust features which are extractable from a distance.  

3- Ear prints could be printed at a scene of crime. 

The rest of the paper is organized as follows, section II discusses the related work, section III describes the proposed approach 

and its phases, section IV presents the results and discussions, and finally conclusion and future work are provided in section V. 

II. RELATED WORK 

The goal of this section is to provide an overview of two popularly used methods in ear biometrics. A comprehensive study of 

different domains of image processing and neural networks has been compared. 

Depending on the type of feature extraction technique used, 2D ear recognition approaches can be divided into geometric, 

holistic, local and hybrid methods. Machine learning techniques are used in different applications such as ones used in [1] and [2]. 

On the other hand, many approaches and several researches have been proposed to extract unique features from human ear for 

people identification. 

 Mark Burge and Wilhelm Burger presented one of the most cited ear biometric methods in the literature [1]. They located the 

ear by using deformable contours on a Gaussian pyramid representation of the image gradient. Then they constructed a graph model 

from the edges and curves within the ear, and invoked a graph-based matching algorithm for authentication. They do not report any 

performance measures on the proposed system.  

 Yuizono et al. treated the ear image recognition problem as regular search optimization problem, where they applied a Genetic 

Algorithm (GA) to minimize the mean square error between the probe and gallery images. They assembled a database of 660 images 

corresponding to 110 persons. They demonstrated an accuracy of 99-100%. Like other biometric traits, research in ear recognition 

is directed by the databases that are available for algorithm evaluation and performance analysis. Therefore, we first discuss the 

various databases that have been assembled by multiple research groups for assessing the potential of ear biometrics. Pyramid and 

sequential similarity computation to speed up the detection of the ear from 2D images. 
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 Morento et al. were the first to describe a fully automated system for ear recognition. They used multiple features and combined 

the results of several neural classifiers. Their feature vector included outer ear points, ear shape, and wrinkles, as well as macro-

features extracted by a compression network. To test that system, two sets of images were acquired. The first set consisted of 168 
images pertaining to 28 subjects with 6 photos per subject. The second set was composed of 20 images, corresponding to 20 different 

individuals. 

 To the best of our knowledge, no self-generated models are mentioned in CNN literature. The lack of research in the field is due 

to the lack of a large-scale ear dataset. 

METHODOLOGY 

In the comparative study, the first method used is SURF. The proposed approach consists of four main phases: Pre- processing, 

Ear detection, Feature extraction and Classification as shown in figure (1) and will be described at the rest of this section.  

  

Fig. 1 Model for ear recognition approach 

 Phase 1- Pre-processing:In this phase, we convert the image of the ear to gray scale level according to equation (1) as follows:  

Gray Image = 0.2989R + 0.5870G + 0.1140B (1) 

Then we applied the median filter to enhance image and remove noise 

 Phase 2- Feature Extraction: This step uses SURF technique for feature extraction which provides representation of an image in 

terms of a set of salient feature points. Equal number of feature values must be present in the feature vector for classification 

purpose, in order to obtain equal number of SURF feature 10 strongest SURF features have been taken from image. For this we 

need to consider those points which shows very high amount of intensity variation. Hence SURF algorithm makes use of Hessian 

matrix.  

𝐻(𝑃, 𝜎) =  [𝐿𝑥𝑥(𝑃, 𝜎) 𝐿𝑥𝑦(𝑃, 𝜎) 𝐿𝑦𝑥(𝑃, 𝜎) 𝐿𝑦𝑦(𝑃, 𝜎) ] 
 

where Lxx(P,σ), Lxy(P,σ), Lyx(P,σ) and Lyy (P,σ) are the convolution of the Gaussian second order  derivatives, and with the 

image I at point P respectively. To speed up the computation, second order Gaussian derivatives in Hessian matrix are approximated 

using box filters.  

 The SURF detector algorithm can thus be summarized by the following steps:  

1. Form the scale-space response by convolving the source image using DoH filters with different σ.  

2. Search for local maxima across neighboring pixels and adjacent scales within different octaves.  

3. Interpolate the location of each local maxima found 

4. For each point of interest, return x, y, σ, the DoH magnitude, and the Laplacian sign.  

 Phase 3- Designing a classifier – Depending on the designing of a classifier the accuracy of the pattern recognition system 

varies. In classification process, the classifier classifies the given input image into one of the predetermined classes or into a brand 

new class based on the designing of the classifier. When an input image arrives at the classifier for classification purpose its features 

are extracted and compared with the features of the images which are present in the database. If most of the features of the input 

image are matching with the features of any one of the image present in the database, then the input image is said to belong to the 

class of that image which is present in the database. 

 In this method, the SURF extracted features are classified using the k-nearest neighbours algorithm (k-NN). K-nearest 

neighbours is a method used for classification and regression. A peculiarity of the k-NN algorithm is that it is sensitive to the local 

structure of the data. The training phase of the k-NN algorithm consists of storing the feature vectors and class labels of the training 

samples. In the testing phase, the features of the image to be classified are extracted and are plotted on to the feature space. The 

distance between features of testing image is compared with features of each and every class, and then the test image is assigned to 
the class which is near to the test image. Amongst various methods Euclidean distance is usually used to calculate distance between 

features of test image and features of training images in feature space.  

 Convolutional Neural Networks- In the next method, Convolutional Neural Network (CNN’s) is applied for ear recognition. 

CNN is an end to end system that extracts all types of features in the images [13]. The model is trained in various layers in order to 

obtain low-level and high-level features in the way a traditional feature extraction algorithm does. The parameters obtained through 

forward and back propagation results in a learned feature being more generative than the traditional features [11]. 
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In this paper, the Smaller VGGNet architecture is used for training the model. The VGGNet network was introduced by 

Simonyan and Zisserman in their 2014 paper, Very Deep Convolutional Networks for Large Scale Image Recognition [10]. The 
reason for using a compact version is the quality of the images. As the ear images aren’t of high dimensionality, we use the Smaller 

VGGNet model. Being a compact version, it uses 8 layers instead of 16 layers [8]. The two important phases of the CNN approach 

are: Phase 1- Selection of a dataset: The available datasets on the internet contain a small number of samples. The requirement for 

CNN is a minimum of thousands of images. Fine-tuning can be achieved but it isn’t enough to train a deep CNN model from scratch. 

The more the number of images or the availability of datasets, the better trained is the model. In the following case, we have used 

the AWE dataset. The AWE dataset contains 10 images of 100 people, thus summing up to 1000 images. 

 

Phase 2- CNN Architecture: The deep learning environment is set up. The initial layers of the VGGNet architecture can be 

characterized by the 3x3 kernel convolutional layers stacked on top of one another for increasing the depth and better feature 

extraction. ReLU activation function adds non-linearities in the network for a more robust model. Max pooling is used to reduce 

the image size. A soft-max classifier is used in the last layer of the model for classification using probability values [12]. 

 
      The four parameters concerning images are width, height, depth - number of channels and classes of the image. Images under 

consideration are resized to 128×128×3 for hardware limitations. Firstly, we perform a single convolution operation and ReLU 

activation to convert image with 3 channels into a feature map of 32 channels. 

 

       Dropout is used in the network architecture as it helps by reducing the overfitting of the network. Dropout works by randomly 

disconnecting nodes from the current layer to next layer. This process of random disconnects during training batches helps naturally 

introduce redundancy into the model. No one single node in the layer is responsible for predicting a certain class, object, edge, or 

corner.  

     For the next part of the block the layers added are (CONV => ReLU) × 2 layers followed by max pooling. This multiple stacking 

of convolution and ReLU helps in obtaining a rich set of features. We increase the filter size, while reducing the max pooling filter 

dimensions. A dropout layer is again used in this part of the block. Dropout of 25% is used to reduce overfitting. The same block 

is repeated before the FC layer for higher abstraction. 

     Before using the final classification, a fully connected layer with ReLU activation functions is used. The fully connected layerhas 

ReLU activation and batch normalization. Dropout is performed for a final time with 50% of the nodes during training. The reason 

for a higher percentage of dropouts is the fully connected layer. Lastly, we run the model with a softmax classifier that will return 

the predicted probabilities for each class label. 

 

 

IV. RESULTS AND DISCUSSION 

The comparative experiment was carried out on a personal computer having specifications as 8gb ram and ram speed of 
2133MHz. All other programs were closed on the hardware. The simulation was performed with no multitasking and in the presence 

of a few background applications that are inevitable to shut down. The software simulation was performed on MATLAB and Google 

Collaboratory. Google Collaboratory is an online platform that allows deploying live codes using Jupyter Notebook, an open source 

web application and running them on TPU’s (Tensor processing Units) which is a hardware accelerator. The code is implemented 

using Keras library along with TensorFlow backend. 

 

Ear pattern recognition has been done using SURF feature extraction algorithm and K Nearest Neighbors classification 

algorithm. This work has been carried out on 20 test images by changing the number of images present in the database and also by 

taking number of SURF features taken. This has influenced operation time of this algorithm which is mentioned in following Tables 

4.1-4.4. 

 

Table 4.1 Computation time for one image 

SURF features taken Computation time (in 
seconds) 

5 1.10 

10 1.30 

20 1.43 

 

Table 4.2 Computation time for five images 

SURF features taken Computation time (in 

seconds) 

5 1.94 

10 2.08 

20 2.22 

 

Table 4.3 Computation time for fifteen images 

SURF features taken Computation time (in 

seconds) 

5 2.47 

10 2.63 

20 3.01 
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Table 4.4 Computation time for twenty images 

SURF features taken Computation time (in 

seconds) 

5 3.07 

10 3.17 

20 3.20 

 

From Table 4.1 to 4.4 it can be observed that the run time of the algorithm will increase as the features taken and the 
number of images taken will increase. From Table 4.3 and 4.4 it can be observed that time required for computing 5 features for 20 

images is not twice as great as time required to compute 5 features for 10 images, hence relationship between delay and number of 

images is non- linear.  

 

Time required to calculate 10 SURF features for 10 images is 2.63 seconds while the time required to calculate 20 SURF 

features for 20 images is 3.20 seconds, hence time required for calculating first 10 features for first 10 images is 2.63 seconds but 

the time required to calculate next 10 SURF features of next 10 images is mere 0.57 seconds. Hence, while dealing with larger 

database, it is wise to feed entire database as the input to the program rather than splitting the database. Accuracy obtained is 100% 

for the 20 images input. 

 

The recognition results of the Smaller VGGNet for the 100-class dataset are from 82% to 88%. The average accuracy obtained 

is 86%. The computational time required for classification of a single image is on an average 1.25 seconds and is the same for 
testing a batch up to 64 images. Hence when a set of 20 images were classified, the computational time was 1.25 seconds. 

 

     Table 4.5 Accuracy and time for different image size 

Image Size Accuracy Time Required 

96×96 80% 0.8 seconds 

128×128 86% 1.25 seconds 

 

From Table 4.5, it can be observed that changing the image size, helps achieve better accuracy while simultaneously 

increasing the computational time. For an image size of 256×256, greater accuracy can be achieved with a slight increase in the 

computational time. 

 

 
 

 

Fig.2 Training Loss and Accuracy 

 

Fig.2 shows the loss and accuracy of the training model with respect to epochs. As the network is trained the validation and 

training accuracy increases and the validation and testing loss decreases exponentially.  

 

 
Fig.3 Classified ear image 

Fig.3 shows a test image from the ear database. The percentage score indicates the confidence of the model that the ear 

belongs to subject number 011. Jupyter Notebook uses matplotlib, hence uses grids to plot the classified ear result. 

L
o

ss
/

A
c

cu
r

ac y
 

Epochs 

http://www.jetir.org/


© 2019 JETIR May 2019, Volume 6, Issue 5                                                               www.jetir.org (ISSN-2349-5162) 

JETIRCS06025 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 106 
 

 

The SURF method was tested on 20 test images, if this was to be carried out on a larger dataset of 100 images, the training 

time would increase drastically. As in the case of CNN’s, the training time required for all the AWE dataset images is relatively 
shorter. 

   

 

  

V. CONCLUSION 

In this paper, two methods for ear recognition and matching have been discussed. Their comparative study delineates between the 

two methods on basis of performance metrics like accuracy and computation time. SURF uses blobs in order to detect intensities 

and extract features while through the training of a larger dataset, the Smaller VGGNet can extract more effective features and 

obtain better classification results than the traditional methods like SURF.  

The contemporary method of Deep Convolutional Neural Networks has proven to be much more effective. Hence, it can be 

concluded that Neural Networks can be used for high efficiency and accuracy in real time applications. 
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